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Abstract 

Breast cancer is a significant public health concern worldwide, and early detection is crucial for its 

treatment. Although breast cancer has been extensively studied, there is still room for improvement 

in its classification accuracy. This study aims to improve the classification accuracy of breast cancer 

by applying information gain feature selection and machine learning techniques to the Wisconsin 

Diagnostic Breast Cancer (WDBC) dataset. The information gain method is utilized to reduce feature 

characteristics, and machine learning algorithms such as support vector machine (SVM), naive Bayes 

(NB), and C4.5 decision tree are employed for breast cancer classification. The study also conducts a 

comparison analysis based on accuracy value. The proposed model achieves maximum classification 

accuracy (100%) and a weighted average for precision (100%) and recall (100%) using a C4.5 decision 

tree, while SVM accuracy (98.42%) and weighted average for precision (98.17%) and recall (98.58%) 

are achieved using a C4.5 decision tree. The NB algorithm attains an accuracy of 96%, with a weighted 

average for precision (18.57%) and recall (50%). The proposed model's results are compared to similar 

studies and demonstrate significant progress, indicating new opportunities for breast cancer detection. 

Keywords: Information Gain Feature Selection; Machine learning; classifier support vector machine; 

classifier naïve Bayes; classifier C4.5 decision tree; Performance evaluation tests 

1. Introduction 

Breast cancer is a widespread cancer among women worldwide and is the most common form of 

cancer, surpassing lung cancer. It accounted for 11.7% of all cancer cases in 2020, with approximately 

2.3 million new cases. Breast cancer is also the leading cause of cancer-related deaths among females, 

resulting in around 685,000 fatalities in 2020. Data mining is a powerful tool for discovering patterns 

and relationships within vast datasets. In the medical field, classification and data mining techniques 

are widely used for diagnosis and analysis to aid decision-making. This study utilizes publicly 

available breast cancer tumor data from the University of Wisconsin Hospital and employs feature 

selection and machine learning algorithms, namely support vector machine, C4.5 decision tree, and 

Naïve Bayes, for breast cancer classification. The study aims to identify the primary characteristics 

that influence breast cancer categorization and accurately diagnose and detect the disease in its early 

stages. The study also compares the accuracy of various machine learning algorithms for 

classification. The paper is organized into sections covering an overview of relevant literature, 

methods and materials, the proposed model, simulation method, evaluation metrics, and experimental 

outcomes and discussion. Overall, the proposed work has the potential to advance breast cancer 

detection and classification. 

https://doi.org/10.54216/JAIM.040201
mailto:alkattan.hussein92@gmail.com


Journal of Artificial Intelligence and Metaheuristics (JAIM)                                  Vol. 04, No. 02, PP. 08-17, 2023 

9 
Doi: https://doi.org/10.54216/JAIM.040201  
Received: October 28, 2022 Revised: April 12, 2023 Accepted: June 24, 2023 

Guyon and Elisseeff (2003) proposed that information gain (IG), also known as mutual information, 

can identify the most beneficial attribute in a given set of training feature vectors for discriminating 

between classes to be learned by searching for a subset of the original variables. IG is one of the 

following three selection strategies: filter, wrapper, and embedded [1-3]. Utilizing selection 

techniques allows for the selection of relevant and informative features, or the selection of features 

that aid in the development of an accurate predictor. IG relies on entropy, a measure of the 

unpredictability of information, and the rank class of the characteristics that influence data 

classification. Moreover, pi represents the probability of i in the given set of attributes [4-6]. 

     

The goal of this paper is Using data mining and machine learning techniques, this paper appears to 

propose an efficient model for detecting and diagnosing breast cancer in its early stages. Using a 

proposed Map-Reduce technique and information acquisition feature selection method, this paper 

seeks to better the accuracy and prognosis of patients with early breast cancer by identifying 

significant features. In addition to comparing the robustness of the proposed model with accuracy 

measures, the paper provides a comprehensive comparison and analysis of three machine learning 

algorithms in terms of accuracy, recall, and sensitivity measurements. Using data mining and machine 

learning techniques, the overall objective is to improve the detection and diagnosis of breast cancer 

[7-9]. 

 

2. Methods 

A. Naive Bayes Classifier 

 

A probabilistic classifier known as the Naive Bayes classifier is one that is founded on the Bayes 

theorem and takes into account a robust (naive) independence assumption. As a result, a Naive Bayes 

classifier takes into account the notion that each characteristic or feature independently contributes to 

the likelihood of a particular conclusion [10]. When the characteristics of the underlying probability 

model are taken into account, the Naive Bayes classifier is capable of being trained in a supervised 

learning environment in an extremely effective manner. As a result, it performs significantly better in 

many difficult real-world scenarios, particularly in computer-aided diagnosis, than one might 

anticipate. Because it is assumed that the variables are independent of one another, it is sufficient to 

compute simply the variances of the variables for each class rather than the whole covariance matrix 

[11-14]. 

 

𝑝(𝐹1 … … . . 𝐹𝑛) =
𝑝(𝐶)𝑝(𝐹1 … … . . 𝐹𝑛|𝐶)

𝑝(𝐹1 … … . . 𝐹𝑛)
  (1) 

 

where P is the probability, C is the class variable and F1.......Fn are Feature variables F1 through Fn 

The denominator is independent of C. 

 

B. C4.5 Decision Tree Classifier 

 

The information gain ratio, which is measured by entropy, serves as the foundation for C4.5. The 

information gain ratio metric is applied to each node in the tree in order to pick the test features for 

that node. [15-18] A measure of this kind is referred to as a feature (attribute) selection measure. As 

the test feature for the present node, the characteristic that has been determined to have the highest 

information gain ratio is selected. Let us assume that D is a set that contains the data instances D1 

through Dj. Imagine that the class label attribute contains m unique values, each of which defines m 

separate classes Ci (where i might range from 1 to m). Let's say that the number of D samples in class 

Ci is denoted by Dj. Provide the information that is anticipated to be required for the classification of 

a particular sample. 

 

𝑆𝑝𝑙𝑖𝑡𝑖𝑛𝑓𝑜𝐴(𝐷) = − ∑(|𝐷𝑗| ∕ |𝐷|) ∗𝑙𝑜𝑔 𝑙𝑜𝑔 (|𝐷𝑗| ∕ |𝐷|)  
(2) 

𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑖𝑜(𝐴) = 𝐺𝑎𝑖𝑛 (𝐴) ∕  𝑆𝑝𝑙𝑖𝑡𝑖𝑛𝑓𝑜𝐴(𝐷) 
(3) 

𝐺𝑎𝑖𝑛 = 𝐼𝑛𝑓𝑜 (𝐷) −  𝑖𝑛𝑓𝑜𝐴(𝐷) (4) 
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3. Proposed Model  

 

In this paper, the researchers have presented a new model to improve accuracy of the breast cancer 

classification. This model basically consists of the several stage are: Load WDBC dataset, 

preprocessing include proposed Map-Reduce technique, feature selection using information gain 

algorithm, and finally diagnosis and detected of breast cancer based on three machine learning 

algorithms includes Naive Bayes NB, Support Vector Machine SVM, C 4.5 decision tree. The 

framework of the proposed breast cancer classification comes in Figure 2. 

 

 
Figure 1: The Framework of the Proposed Breast Cancer Classification Model. 

 

4. Pre-processing WDBC Dataset 

 

After load data from WDBC dataset the proposed model prepare dataset by generation coding for each 

value in the input dataset using a propose Map-Reduce technique. The idea of the propose Map-

Reduce technique is building a dictionary for the database includes (value (Feature), counter 

indicating the number of times a given value appears in Feature, index of dictionary) as illustrated in 

Figure 3.  The proposed technique aims to eliminate duplicate values that may affect the accuracy of 

classification.  

 
 

Figure 2: Main Steps of the Proposed Map-Reduce Technique 

 to Generation Coding for Each Value in WDBC Dataset 

 

𝐼𝑛𝑓𝑜(𝐷) = - ∑ 𝑝𝑖𝑝 𝑖     and 

𝑆𝑝𝑙𝑖𝑡𝑖𝑛𝑓𝑜𝐴(𝐷) = −∑(|𝐷𝑗| ∕ |𝐷|) ∗ 𝑖𝑛𝑓𝑜(𝐷𝑗)  

 

(5) 

(6) 
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For example as clarify in figure 3, the Map-Reduce technique take first feature: Radius-mean 

[17.99,2057,19.69, 17.99, 17.99, …. ] from WDBC dataset .Now take each value in Radius –mean 

feature and find the number of times this value appears in this feature and give it a unique number  

keeping in mind the sequence of the index within the dictionary i.e. (value =17.99, count =3,index=1). 

Each value (17.99) in radius -mean is replaced by the index value (1) in the dictionary, So the index 

value represents the coding of the original value [19-21]. 

 

Figure 4 shows the impact of the Map-Reduce technique on 8 features from WDBC are: [radius mean, 

perimeter mean, area mean, compactness means, concavity mean, concave points mean, fractal 

dimension mean, perimeters]; Figure (4.a) presents original values without applied Map-Reduce 

technique and Figure (4.b) illustrates l values after applied Map-Reduce technique. 

 

 

a) 

 

b) 

 

Figure 3: Application of Map-Reduce Technique to 8 Features of the WDBC Dataset;  

a) the Dataset without Coding Data, b) the Dataset with Coding Data. 

 

 5.  Feature Selection using Information Gain Method 

 

Table 1 provides a description of each of the 32 Features that are included in the WDBC dataset. If 

the proposed model takes on board all of the characteristics contained in the database and employs 

those characteristics in order to detect and diagnose breast cancer, then it is possible that the model 

will require a significant quantity of memory as well as a significant amount of time to perform the 

necessary computations. Additionally, it is likely that certain characteristics do not directly indicate 

whether or not the individual in question has breast cancer. As a result, the accuracy with which the 

disease is diagnosed may be negatively impacted  [22-25]. Because of these factors, the model that 

was proposed resorted to making use of a method known as information gain in order to determine 

the characteristics that contribute the most to the considerable improvement in the performance of the 

classification algorithm. Calculating the entropy value of each feature in the data using Equation 1 is 

a prerequisite for employing the Information Gain methodology for feature selection. The value of 

entropy is applied when rating characteristics that have an impact on data classification. A feature that 

does not have a significant effect on the classification of the data has a very modest information gain, 

and it may be omitted without reducing the accuracy of the detection of a classed as indicated in Table 

1. 
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Table 1: Information Gain Values for Each Feature in the WDBC Database. 

 

# Name Feature 
informatio

n Gain 
# Name Feature 

information 

Gain 

1 concave points_mean 0.942090 16 compactness_mean 0.909129 

2 smoothness_se 0.93506 17 radius_worst 0.900307 

3 concavity_mean 0.93506 18 perimeter_worst 0.898584 

4 area_worst 0.93506 19 fractal_dimension_worst 0.891554 

5 radius_se 0.933733 20 texture_se 0.864296 

6 perimeter_se 0.931545 21 texture_worst 0.863434 

7 concavity_worst 0.930218 22 radius_mean 0.860781 

8 concavity_se 0.928030 23 concave points_se 0.858593 

9 area_mean 0.928030 24 symmetry_worst 0.84539 

10 perimeter_mean 0.926703 25 fractal_dimension_mean 0.836177 

11 area_se 0.925377 26 texture_mean 0.835711 

12 compactness_se 0.923188 27 symmetry_se 0.818137 

13 compactness_worst 0.918347 28 smoothness_mean 0.776178 

14 fractal_dimension_se 0.917485 29 symmetry_mean 0.735036 

15 concave points_worst 0.914832 30 smoothness_worst 0.719718 

 

Table 1 displays the values arranged in descending order from the highest value to the lowest value. 

By applying the information gain method, keep the 25 features with the highest information gain 

values, that is, except for the 5 features that have the lowest values in the table. the results of the 

information gain are in range [0-1] and rearrange this value and remove the features that have lowest 

value which are [ texture_ mean =0.83571188, symmetry_ se = 0.818137187, smoothness_ mean 

=0.776178834, symmetry _ mean = 0.735036638, smoothness _worst = 0.71971891]. 

 

6. Classification Model using Machine Learning  

 

The Proposed model uses the most common and effective machine learning algorithms in the detection 

and diagnosis of breast cancer. Classification is two step processes: learning or training step where 

data is analyzed by a classification   algorithm and testing step where data is used for classification 

and to estimate the accuracy of the Classification [26-28]. The input to classifier models C4.5 decision 

tree, Support Vector Machine (SVM), and Naïve Bayes (NB) is important features that selected in 

previous step and the output of these models is classified class breast cancer malignant or benign 

tumor [29]. 

 

7. Experimental Results and Discussion 

 

This section will present the performance experiments of the proposed model and compare the 

classification algorithms used in this work based on the results of measures of accuracy, recall, and 

accuracy to discover which algorithm performed better in early detection and diagnosis of breast 

cancer. Take into account that the proposed model was applied to Wisconsin Diagnostic Breast Cancer 

(WDBC) dataset [30]. 

The experiment of the proposed model run under Windows 10 Professional operating system, an 

Intel(R) Core (TM) i3-7020U CPU @ 2.30GHz, 8 GB of random-access memory, and a 64-bit system 

type, with the proposed system running in a C# language environment.  

In order to compare the performance of the C4.5 decision tree, Support Vector Machine (SVM), and 

Naïve Bayes (NB) classifier models, accuracy, precision, and recall measurements are used. Accuracy 
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metric is given by Eq. (11), where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 represent True Positive, True Negative, False 

Positive, and False Negative, respectively.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% (7) 

Precision is the ratio of correct positive results divided by the number of all total predicted positive 

observations. Mathematically, it can be expressed as : 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝑇𝐹
× 100% (8) 

Recall is also named sensitivity, is the ratio of correct positive results to all observations in actual 

class. Mathematically, it can be expressed as: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% (9) 

After passing the dataset through Map-Reduce Technique to generate code for each data in the WDBC 

dataset to prepare this dataset to feed the Information Gain feature selection method to determine 25 

important features in diagnosis cancer directly. The proposed model divided the dataset into 80% 

training dataset and 20% testing dataset.  Breast cancer data contains tumors which represents the 

severity of the disease. To classify the tumors correctly from the training data set, the error rates and 

accuracy are calculated using classifiers. Table 3. shows test results based on accuracy metrics using 

Equation 11 for each machine learning algorithms. The best performance of the proposed model with 

C4.5 decision tree has accuracy ratio (100%) while accuracy ration of SVM (98.42%) and accuracy 

ratio value of the NB (96.6%). 

 

Table 2: Test Accuracy Results for C4.5 decision tree, 

SVM, and NB classifier models. 

 

Metric 

Classification Methods with WDBC Dataset 

C4.5 decision tree SVM NB 

Accuracy 100% 98.42% 69.6% 

 

Figure 4 shows compare between classifier models based on accuracy value that present in table 3. 

This compare proved the proposed model has ability to detection and diagnosis of malignant and 

benign tumors with perfect accuracy and there is no error rate, as the proposed model was able to 

classify cancer with an accuracy of 100% with C4.5 decision tree. 
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Figure 4: Performance Comparison of Classification Algorithm based on Accuracy Value 

 

The performance of algorithms C4.5 decision tree, SVM, and NB are given the Tables 4. The 

classification precision using Equation (12) and Recall using Eqn (13) of three algorithms C4.5 

decision tree, SVM, and NB are observed from Tables 4 via values of weighted average, which is 

available in the last row of each table. 

 

Table 3: Results for C4.5 decision tree, SVM, and NB classifier models. 

 

Class 

Classification Models  

C4.5 decision tree SVM NB 

precision Recall precision Recall precision Recall 

Malignant 100% 100% 97.20% 98.58% 37.15% 100% 

Benign 100% 100% 99.15% 98.32% 0% 0% 

weighted 

average 
100% 100% 98.17% 98.58% 18.57% 50% 

 

The Figure 5 represents the comparison of the C4.5 decision tree, SVM, and NB classifier models 

based on the Table 4 values of weighted average Precision and Recall. 

 

 
 

Figure 5: Performance Comparison of Classification Algorithm based on Weighted Average 

Precision and Recall Value 

 

The best performance of the proposed model over all classification models based on weighted average 

precision and recall values as shown in table 4 and figure 6 with C4.5 decision tree that has best results 

of the weighted average precision (100%) and Recall (100%) while the results of the weighted average 

precision (98.17%) and Recall (98.58%). These results proved that the proposed model achieved 

excellent results for detected and diagnoses breast cancer. 

 

Breast Cancer detection is a subject of considerable interest in the scientific literature because of the 

high accuracy of cancer detection by classification technique. The suggested approach delivered 

optimal results about accuracy. In table 5 shows the accuracy of the suggested model when compared 

to prior approaches as illustrated in section 2. The technique under consideration has a high success 
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rate, with the C45 decision tree classification algorithm achieving 100% accuracy. Thus, the proposed 

method could effectively diagnosis Breast Cancer. 

 

 

 

 

 

Table 5: Analyses of the suggested method's performance on the WDBC dataset. 

 

No 
Authors &  

Reference 
Classification Methods 

Accuracy Value in 

Percent 

1  
Shokoufeh Aalaei et 

al.[7] 
Artificial Neural Network (ANN) 97.3 % 

2 Kui Liu et al.[8] 

Fully-Connected Layer First 

Convolutional Neural Networks (FCLF-

CNN) 

99.28% 

3 
Laila Khairunnahar et 

al.[10] 
Modified Logistic Regression 96.83% 

4 
Muhammet Fatih Ak 

.[4] 
Logistic Regression 98.1% 

5 

Md Akizur Rahman & 

Ravie Chandren 

Muniyandi [11] 

15-neuron neural network (NN) 99.4% 

6 Ali Idri et al.[12] 
Grid Search multilayer perceptron 

(GSMLP) 
98.07 % 

7 Our Proposed Method C4.5 decision tree 100% 

 

8. Conclusion  

 

Breast cancer is a fatal disease if not detected and diagnosed early and can be fatal for the patient's 

life. The diagnosis and detection of breast cancer can be made accurate by using different data mining 

methods. The proposal of this paper was to use the information acquisition feature selection to select 

the most important features in referring to benign or malignant tumors directly. Also, in this work, 

three types of classification methods were based: C4.5 decision tree and support vector machine 

(SVM), and Naive Bayes (NB) in the diagnosis of breast cancer in the Wisconsin Diagnostic Breast 

Cancer (WDBC) dataset and compared its performance results. The precision, accuracy, and recall 

values obtained using the C 4.5 decision tree were the optimal results. This can be leveraged in the 

healthcare system to make diagnosis quick, accurate, and error-free. The proposed model can prove 

to be very useful in this process. 
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