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Abstract

Research on artificial neural networks (ANN) is still being active leading to
many new network types as well as hybrid algorithms and hardware for
neural information processing. An artificial neural network consists of a pool
of simple processing units which communicate by sending signals to each
other over a large number of weighted connections. On the other hand, most
control systems, today, use digital computers (usually microprocessors) to
implement the controllers such as: Machine Tools, Metal Working
Processes, and Chemical Processes. Most electronic systems are designed
according to the device and then manufactured as an attached electronic
device. But if conditions change or the factory is updated, then the control
device must be replaced. Due to the complexity of the control system units
represented by the program implementation algorithms, the complexity of
mathematical analysis, the time delay caused by digital to analog converter
DAC or analog to digital converter ADC, and the deterioration of the
system’s stability due to the conversion of the system to be digital, this
conversion causes the loss of some signal information. In this study, another
controller based on Artificial Neural Network control is examined to replace
the system controlling the motion of a worktable at a certain location; that is
an important positioning system in manufacturing systems. Simulation after
training the neural network (supervised learning) has shown that results are
acceptable with the advantage of simplicity and adaptability to new updates
and applicability in industry processes for reference control applications. The
study also indicates that an artificial neural network controller could be less
complex and cheaper to implement in industrial control applications

compared to some of the other proposed schemes.
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CHAPTER ONE
INTRODUCTION
1.1  Introduction
In typical applications of science and engineering, signals must be
processed by using systems and must be controlled using control systems
which in turn represent the processing of the input signal to provide output
signal variables. The control system is a means used for achieving the
optimum performance of the dynamic and mechanical systems and
ensuring the stable behavior of these systems.[1] Control systems must be
available as they are necessary in industrial processes that require
temperature control, pressure or liquid flow[2]. Control systems have
become an important part of modern industrial processes. The control
system is the interconnection of the components that make up a system to
achieve a specific goal [3] .The control systems that deal with the error
signal in order to determine the required output were traditional analog
systems consisting of analog inputs and outputs. In recent decades, analog
control systems have been replaced by digital control systems that are in

the form of digital circuits or digital computers. [4]

Artificial neural networks (ANN) are considered of the most important
and vast developments in the field of artificial intelligence and are applied
at the present time in a variety of applications including industrial, medical,
engineering and military applications. The ANN are used to develop a
system that simulates the human brain as they consist of a group of
mathematical units interconnected with each other. ANN are based on the
principle of training and are distinguished by their adaptation to external

variables. [5]
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ANN's use learning algorithms to solve complex problems and are able
to extract complex patterns from data and apply them to invisible data so
that the neural network would be trained.[6] Neural networks are divided
into different types according to several factors including: speed where
there are networks qualified to deal with fast and slow data, number of
layers where one or several layers are hidden, and the direction of the data.
The general architecture of neural networks consists of an input layer, an
output layer, and one or more hidden layers. Neural networks today can

reach hundreds or thousands of layers.[7]

1.2 Literature Review
There are many researchers work in this field, some of them are:

Martin T. Hagan. (2002) this paper presents three control systems
structures and the use of multiple neural network algorithms as a basic
building block. Control structures are: the typical reference control: The
factory model is used to train the controller and it takes a long time to train
and requires a lower cost computation. Predictive control model: Neural
Network is used to predict future plant behavior and requires network
algorithm feedforward and requires more computation.NARM-L: There
IS a variation in the control unit in the feedback and the control here is to
rearrange the model in the factory and does not require
copmutation.Practical systems for implementing control units are the
robot arm, tank reactor, and magnet lift system. The results proved that
the typical reference control structure is better at controlling where the

errors that are noticed is a few.[8]
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Leila F. Araghi. (2008) in this paper, use 4 methods to control the robot,
the first method depends on proportional control PD, the second method
relates the derivative proportional control PID, the third method relates to
artificial neural networks by PD, and the fourth method relates to
artificial neural networks by PID control. The use of neural networks is
carried out with two basic steps: System identification , System design .In
the system definition stage, you develop a neural network model for the
plant you want to control. In the control system design phase, the neural
network plant model is used to design (or train) the controller. The results
showed good performance for the neural networks used with the control
system PID where steady state error is 0.0016 for the link and it is 0.005

in the link2 ,that represent the minimum value .[9]

Yusuf Perwej. (2011) in this research, neural networks were used to
develop a system that can recognize handwritten English alphabets, where
the system inputs are a representation of each English alphabet with binary
values. The structure of the neural network is dedicated to processing 25
units in the input layer because the English alphabets are divided into 25,
the network structure consists of an input layer, two hidden layers, output
layer, the number of units in the hidden layer 25 and used the activation
function for the first hidden layer Log and for the second hidden layer is
Tan. The training set includes the binary symbols for the English alphabet,
where each letter has a symbol for the different writing styles. The results
showed the success of a system in recognizing English alphabets with
average accuracy %82.5 but it needs more training to recognize similar
letters such as I,1 and e,c, because they are difficult to distinguish even by

human eyes easily.[10]
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Adam Barton. (2017) in this research, a control method is designed for an
independent robot using neural networks. The robot possesses information
from the sensors and the knowledge base, and based on this information it
creates a plan of action and tries to predict and the robot can react very
quickly to changes in the environment, after the robot scans the
surroundings using sensors It takes information that goes into the self-
learning neural network to work together. The architecture of the neural
network consists of three layers: the input layer has 20 units, the hidden
layer has 20 units, and the output layer has 4 units. The controlling neural
network is adapted through the training group that is classified, and the
results have proven the ability of the neural network to control the
movement of the robot by setting specific targets in individual experiments
where the robot moves effectively in wide areas without stopping, but by
using more accurate sensors, the robot will be able to direct better in The

space.[11]

Mohammed Al-Shawwa. (2018) the research aims to reveal the possibility
of using an artificial neural network model to predict the temperature value
with the least possible time and with high accuracy in the results. The
structure of the neural network consists of an input layer with 12 units and
the hidden layer with six units and the output layer contains 2 units. 60%
of the total data was used for network training, 30% of the total data for
testing and 10%of the total data for validation. The network inputs
represent a number of factors that affect the temperature value such as
(proximity to water surfaces, the level of subsidence and height below sea
level, the nature of the place). The sensor data that provides the ability to
implement and test the neural network was used to train the network and
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then test it using the test data set and the result was 100% this proves the
ability of an artificial neural network to predict temperature.[12]

Alexander N. Sokolov.(2018) this paper, machine learning algorithms are
reviewed to detect anomalies in industrial control systems that come due
to electronic attacks, interference and noise in the device or due to an
update with each change in the structure of the industrial process. Among
these algorithms: SVM: The training time is high and the accuracy is low
due to the number Excessive data. Lasso, Logist: It requires a lot of data,
insufficient accuracy in addition to the simplicity of the algorithms. Linear
algorithms: It is not suitable for detecting anomalies even with long
training and the data should be independent and sensitive to the extreme
data. The decision tree: here is the greater the number of decisions. The
accuracy of the results decreased and the problem is solved by placing
restrictions on the model. Artificial Neural networks: Accuracy depends on
the time of training, as the more training time, the greater the accuracy and
requires a lot of computing power. The results prove that the algorithms of

neural networks include the greatest efficiency and high accuracy.[13]

Ibrahim M. Nasser. (2019) in this paper, an artificial neural network model
was proposed to diagnose autism spectrum disorder, the network structure
of a neural consists of an input layer, a hidden layer, and an output layer.
The training set that represents the input units is the result of the autism test
answers for the users in this study. 80% of the total data were used to train
the network and 20 % for verification. The results demonstrated the ability
of neural networks to diagnose autism spectrum disorder with an accuracy
of 100%.[14]



Chapter One Introduction

Alexey. (2019) Liquid friction bearing is one of two types of bearings that
implements the friction system without touching the friction surfaces. The
rotor path control system is designed to ensure less energy loss. ANN with
two hidden layers was used to develop a simulation model of a fluid friction
bearing rotor with five inputs (displacement, velocity, rotor vibration,
average bearing clearance, training sample rotor). The results showed that
ANN which works on the principle of reinforcement learning and is used
as a clearance control system that allows to reduce losses for friction and
vibration in a rotating machine through direct bearing control and indirect

control of the hydrodynamic force in the rotor path .[15]

Song Xu. (2020) A control method was proposed ANN, which is
characterized by self-learning of a reference model with an integrated
proportional derivative compensation IPD for temperature control systems,
simulations were conducted in the Mat lab environment where the
experiments were based on digital signal processing in its experimental
platform and the results were compared with the traditional control system
IPD Where the error signal is used between the real output and the output
of the reference control system, and the results indicate that the proposed
method has been effective in improving the transient response and

bypassing which indicates a good performance. [16]

1.3 Statement of the Problem
A control system is a system that adjusts the operation of digital systems
by sensing one or more parameters then adjusting their values to avoid

system breakdown. Most electronic systems are designed according to the
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device and then manufactured as an attached electronic device. But if
conditions change or the factory is updated, then the control device must

be replaced.

Due to the complexity of the control system units represented by programs
implementation algorithms, the complexity of mathematical analysis, the
time delay caused by digital to analog converter DAC or analog to digital
converter ADC, and the deterioration of the system’s stability due to the
conversion of the system to be digital, this conversion causes the loss of

some signal information.

In this research, the electronic system of the control system will be
replaced by a software that works as a neural network and tests the
network effect if it contains more than one hidden layer. There is no need
to redesign the electronic system because the artificial neural network is
able to adapt to the new variables. The artificial neural network organizes
the work of the system instead of the control system. It replaces the
traditional control system. Due to the complexity of the control systems
unit represented by the program implementation algorithms, the
complexity of mathematical analysis, the time delay caused by digital to
analog converter DAC or analog to digital converter ADC, and the
deterioration of the system’s stability due to the conversion of the system

to digital, this conversion causes the loss of some signal information.

In this research, the electronic system of the control system will be replaced
by a software system that works as a neural network and tests the network
effect if it contains more than one hidden layer. There is no need to redesign
the electronic system because the artificial neural network is able to adapt

to the new variables. The artificial neural network organizes the work of
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the system instead of the control system. It replaces the traditional control

system.

1.4 Objective of the Study
The study aims to simulate digital systems with neural networks
and study the possibility of neural networks resilience as for changing

conditions for the digital system through:

1- Studying and simulation of digital control systems

2- Studying and simulation of neural network types and their efficiency
and try to use them to control digital systems through training the
network to do the same work.

3- Studying and Simulation of ANN methods

4- Studying the possibility of networks resilience to changes

15 Structure of the Thesis

The remaining chapters of the thesis are organized in the following order:

# Chapter Two: “Theoretical Background”, introduce theoretical
background about digital control system, neural network and deep

learning.

# Chapter Three: “The Proposed method”, explains the practical
stages of the digital control system and deep learning.

+ Chapter Four: “Results and discussion”, presents the results and the

discussion over a set of experiments

#+ Chapter Five: “Conclusions and Future Works”, discuss the
advantages and disadvantages of the proposed methods via conclusions
section, in addition to future works suggestions.
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CHAPTER TWO
THEORETICAL BACKGROUND
2.1 Introduction
This chapter explains the basic concepts of the control system and focuses on the
theoretical background of the digital control system and shows its types and
methods of design and how to represent it, then overview of the most famous types
of control systems and explains the ANN and it is components. This chapter deals

with the work of artificial neural networks and their types and applications.

2.2 Digital Control System
System for controlling industrial, household, or automated systems and it consists of

input and output, for example: car driving, body temperature .The output is the
current value (CV), and the input is the one that control. The response represented

behavior of system output . [17] as shown in the Figure 2.5.

Desired response Actual response
> Control System 3>
Input (stimulus) Output (response)

Figure 2.1 Control System

Digital signals are used in this system and the digital computer is used to process
digital signals in order to control the system where the computer receives named
time series named data samples as it was created by taking samples of the data

entered at specific time periods consisting of signal chains. [19][20]

Objective :It will connect components to achieve optimal performance (to

improve system behavior and reduce resulting error).
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Reference Controlled
[nput | Variable
——{ Computer »I DAC —»> alijclti’l;*?)z:(:ss >

y

Sensor e

A

ADC

Figure 2.2: Digital Control System[20]

2.3 Digital Control Systems have Two Main Configurations

«  Open Loop System
Work done without feedback to achieve the desired output, i.e. the actual system
response will not be calculated. The control action is not related to the output

[20][21]

Actuating
Input Signal Output
——| Controller » Plant |,

Figure 2.3: Open Loop System[21]

+ Closed Loop System

The closed loop system measure of actual output is used, the feedback system,
a closed-loop control system that compares the current output with the desired
output, and then uses the difference between the two quantities to get to minimal
the error a greater extent than the reference inputs. (The control work is dependent
on the output) the closed loop system is shown in Figure (2.9). [19][20] the
feedback uses in the control process a specific relationship between reference inputs
and outputs. Error is the difference between the actual output and the output

required, set by the control unit and must be reduced.[21]
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i :‘e» Controller Yy Plant b
A-

Figure 2.4 Closed Loop System[21]

2.4 Implementation of Digital control systems

Where the control system works to control the output of the system and make it
equal to the input by controlling the error value through feedback, it works to take
a copy of the output and enter it into the sensor, and then subtract it from the

required output, as shown in the Figure (2.14).

Digital Controller
JE T USRNSSR e WA ST |
| |
| ( ' Hi(s)
r® | * e | 1 wolaReal i — ] F©
Difference DA
—= ap F>@— Equton | houd | ™| Pant ——»
| gt : T ——
| |
| - |
| ’ |
| l ]
: | AD - 1 FiH
| |
| |

- e — — w— w— — hn s e - e - — e w—

Figure 2.5 Block Diagram of Digital Control System[23]

the system is control the motion of the following equations are implemented in

digital control (second order system) [22]

o= -y (2.1)
u(k)+h*u(k-1)=k*e(k)+k*g*e(k-1) (2.2)
y(K)+g*y(k-1)+f*y(k-2)=b*u(k)+c*u(k-2) (2.3)

11
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e=error signal
r=unit step signal input represented (1) value
y=output of digital control system
u(k)=control signal
h=-0.73, g=-0.95, q=-1.996 , f=0.996 , b= 0.003475 , c=0.003471.[28]

From substitution of initial values of input and output in the above equations

obtained the new following equations:
e1=T1— N (2.4)
r; =1 (unit step signal), y; is zero as initial value
e,=1-0=1 (2.5)
u, = kx*e (2.6)

To compute the output and control signals for number of iteration by applying the

following equations :

e = 1-— Vi (27)
Yi==q* Vi1 — [ *Yip th*uig +Cxu (2.8)
U= —hxu_;+kxgxe;_4 (2.9)

2.5 Artificial Intelligence

It is a branch of computer science that aims to create smart machines that
simulate the human person in knowledge, thinking, learning and problem solving
and has today become one of the most important applications in the field of
technology, developing computer systems to be able to perform tasks that require
human intelligence. [24][29]
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Artificial
intelligence

Machine
learning

Deep
learning

Figure 2.6: Deep Learning Development Stages[32]
2.5.1 Machine Learning
That is a branch of Al that gives computers the ability to learn without being
explicitly programmed that adopts the principle of training and learning and

mimics the human brain. [28][31]

2.5.2 Types of Learning

1-Supervised: Learning with a labeled training set

Example: email classification with already labeled emails
2-Unsupervised: Discover patterns in unlabeled data

Example: cluster similar documents based on text

3-Reinforcement learning: learn to act in order to maximize reword.
Example: learn to play go, reward: win or lose. [28][31]

2.5.3 Application of Machine Learning

Machine learning is a solution to problems in many areas, including:
¢ Natural language processing
e Computer image processing and vision
e Biology to detect tumours and DNA sequences .[29]
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2.6 Artificial Neural Network
ANN is a connection between units called neurons that simulate the human
brain in terms of training and learning and is considered one of the common
machine learning techniques. [30]

An artificial neural network is composed of many artificial neurons that are linked
together according to a specific network architecture. The objective of the neural

network is to map the inputs into required. [31]

..................................................................................

)

..................................................................................

Input units Connection Summing

weights function computation

Figure 2.8: Artificial Neural Network[30]
2.6.1 Type of Neural Net
Neural networks were classified into two types according to the history of their
development, where they started with a simple neural network consisting of an
input layer and an output layer which is called a monolayer neural network or a
shallow neural network and then evolved by adding hidden layers to the
monolayer to produce multi-layer neural networks which are also called deep

neural networks. [4] [31]
1-Single layer (perceptron):

The simplest neural network is the one that contains one hidden layer and usually

called perceptron, which contains the input contract, which represents the
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passage and transmission of signals from the input layerto the nodes in the
hidden layer and the output nodes that produce the final output of the network
and usually the input contract contains more than one input binary, as shown in
the Figure (2.9). [33] It also contains the weights that affect the inputs, which
represent the importance of the inputs in the output. Therefore, if the input signal

has a greater weight, it is more important in the new output. [34]

The unit in the input are represented by variable P, influencing the weights
represented by variable W then it is processed with (activation function ) to

produce the output.[35][38] as shown in Figure(2.9)

Input  Layer of Neurons

N
- n a
— />
b Where...
» a R = number of

h > : elements in
—> [ >

input vector

S = number of
n, a. neurons in layer

Figure 2.9: Single Layer NN[35]

2-Multi Layer Neural Network

It is a neural network that contains more than one layer so that the output of neurons
from a layer is input to the next layer and the output of the last layer is the output of
the neural network in the multi-layer of the neural network each neuron of a layer
is linked to all the neurons of the next layer and has no association with neuron. It
Is powerful network and it has wide use in most applications. [31]in recent years
due to advances in technology that led to a rapid development of neural networks

from classic to deep learning with a number of layers and hidden nodes in each layer
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where a number is used always few layers although there are no specific

.Restrictions on the number of layers referring to depth. [35][37]

Layer 3

Input Layer 1

Figure 2.10: Multi-Layer NN[35]

In this Figure, a neural network of three layers and the input layer represented by
the variable (P) and as we note that the output of the first layer represents the input
for the second layer, and so on to the final output and is symbolized by (a) and in

each layer the addition and the activation function are executed

2.6.2 Architecture of Neuron

W . -
o . S y S e
X2 O ZXiW; [H(2xw)) y
activation | transform
output

inputs

Figure 2.11: Architecture of Neuron [35]
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Architecture of neuron it contain:
1-Adder to summation signals in the weighted income [50]
activation = x,wqy + x,wy + -+ X,,,wp, (2.10)

2-Activation function or squashing which makes the output within the range

[0, 1] or [-1, 1]. [30][37]

2.6.3 Activation Functions
It is determined that the neuron can be activated or not by calculating the
weighted sum of the inputs with biases .[48]and it makes the neural network able to
learn and perform the most complex tasks through non-linear transformation and this

1s a function of the activation function. One of the most important types are:

1. Sigmoid: Takes a real-valued number and “squashes” it into range between 0
and 1. It is usually used in the output layer if the output is for a binary
classification[39][40]

12

1.0 1 L
z) = —
08 l1+e* A

06

0.4

0.2 i
00—

-0.2
-6 -4 -2 0 2 4 6

Figure 32.12: Sigmoid [40]
2. Tanh: Takes a real-valued number and “squashes” it into range between (-1 and

1).1t is a mathematically derived function from the sigmoid and it performs better
than the sigmoid, because it is usually used in hidden layers unlike sigmoid, which
Is used in the directing layer, which greatly facilitates the learning process in the
next layer.[40]
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2
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l+e 2,
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Figure 2.13: Tanh[40]

3. ReLLU: Takes a real-valued number and thresholds it at zero. It is the most used
function as it is implemented mainly in the hidden layers and includes simpler
mathematical operations than Tan and Sigmoid, where a few neurons are

activated and scattered, and this leads to making them effective. [40][50]
10

0 for z<0
8 —_
/(=) {:1: for z>0

6 > _
4 ///
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2
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-2
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Figure 2.14: Relu [49]

2.7 Learning in Neural Network

2.7.1 Supervised Learning
In this type of learning, a training set is provided where it represents the
network's inputs. After applying the outputs from the network, they are compared

to the goals and then one of the learning rules is applied to adjust the weights in
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order to reduce the difference between the correct outputs and the network. Used

for classification ,this learning is more accurecy .[44]

2.7.2 Unsupervised Learning

In this type of learning , the training set consists of inputs only without
defining the goal and this is called self-learning, meaning you learn the network
without presenting examples and without prior knowledge and weights are modified

without a learning base but in response to the network inputs.used in clustering .[52]

2.8 Learning Algorithm

Weights are the primary information by which is learned, and it must be
updated during the training phase to reach the t difference between the correct
outputs and the outputs produced by the network. Various algorithms were used for
this purpose, including the Back propagation algorithm that is implemented in two
stages.[50]
A: Feed forward
At this stage, weights are not adjusted, the network begins by taking the inputs from
the training set to be processed in the next layer and moving to the output layer to
produce the final network output and this represents a forward spread of the input
towards the outputs. This algorthim is fully connected because each unit is connect

to the other units in each layer. [49][52]
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Input Hidden Layer Output
X, l
Y
X2
Xn MY Wi
Wi

Figure 2.15: Feed Forward Network [49]

B: Back Propagation

At this stage, the network weights are adjusted according to the following
algorithm to reduce the difference between the target outputs and the network
outputs, as it allows the output signal to reverse back to the entry to modify the

weights. [52][53]

| Input signals >

Input Hidden Output
layer layer layer

< Error signals

Figure 42.16: Back-Propagation [58]

2.8.1 Back propagation algorithm
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Algorithm (2.1) : Back Propagation Algorithm

Input: initializes weights (W).
Output: optimal of the weights.
Begin:
Step 1: while stopping condition is false do steps 2 to 9
Step 2: for each training pair, do steps 3to 8
Feed Forward Stage:
Step 3: Input unit (X;) .
Step 4: Hidden unit (Z;) sum of product
Zi =YX X;Wi; + b; (2.11)
Where b; is a bias and applies activation function
f(z) =2 (2.12)
Step 5: Output unit (Y;) sum of product to hidden unit value as follows:
Yo = X0, ZiWjy + by (2.13)

Where b, is a bias, where the activation function is the binary sigmoid:

1
1+e Yk

fM) = (2.14)
Back Propagation of Error stage:
step 6: Output unit receives a target pattern (Y;) corresponding to the input

training pattern, computes the error as follows:

0E
aW]'k

= Mr - V) Y0A-Y)Z (2.15)

step 7: Hidden unit computes the error and weight update V;; as follows:

9F 2.16
2o (e = V) XV (= B X W x Z(1-2) x X, 419

Update the weights stage:
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step 8: Update the weights Wj, and V;; :

Wik (new) = Wj;, (old) + AWy (2.17)
where AW, = —n asf,-k (2.18)
where AV;; = —n % (2.20)

ij

Step 9: Test stopping condition, if it’s true then error equal zero.
End

There are many measures to evaluate the results and in this study the Root Mean
Squared Error (RMSE) scale was used and defined as:

RMSE = \/ [+ (u— k)] (2.21)

Where, N=number of realization
u =network before training

k =network after training
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CHAPTER THREE
PROPOSED METHOD

3.1 Introduction

In this chapter, the types and efficiency of neural networks will be

simulated, and then try to use them to control digital systems, simulating deep

intelligence methods and comparing them with digital methods or traditional

neural networks, knowing that deep intelligence is currently the most recent

method for smart systems. The working environment will be n Matlab.

controlled

l

[ Establish the digital control system }

[ Identify the variables to be J

A 4

[ Identify the NN parameters ]

[ Training the NN }

[ Testing the NN 1

[ Validation of NN with the digital control }

Figure 3.1 Diagram illustrates the main steps of the propose method .
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3.2 phasel : implementation the Digital control system

Input is unit step signal

R=1

Apply equation (2.7) to obtain
error signal (e)

Apply equation (2.8) to obtain control
signal( U)

Apply equation (2.9) to obtain output signal
(Y)

Analyze the performance

Figure 3.2 Diagram illustrates the main steps of the first stage for the propose

model .

In this phase, the digital control system is implemented, where the following
equations (2.7)(2.8)(2.9) are implemented to find the output signal by

determining the error signal and the control signal. It can be represented step

by step as the diagram (3.2).
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uncertainties
disturbances noises

R (5) E (s) > ;
X - y o G(s) 7 -

A(S) ()
+ = U (s) ) Y (s)
nonlinearities

Figure 43.3 Architecture of Digital Control System[12]
R(s) = input signal

E(s) = error signal

U(s) = control signal

Y(s) = output signal

K(s) = digital control system

G(s) = plant or system to be controller

It is assumed that the first output is zero and the input is unit step which
represents 1 then find the first error signal (e)then calculation of the output
signal (YY) through the calculation of the error signal and the control signal
(U) by application the equations (2.7)(2.8)(2.9) with the parameters that is

defined previously

3.3 phase 2 : Initialize the neural network
3.3.1 Define the parameters of NN

In this phase (define the parameters of NN) a simple neural network (one hidden
layer) and (a two- hidden layer neural network) are applied to replace digital

control and are carried out through training. Define the learning rate (must be
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no high maximum or no small minimum ) usually (0.01) as initial value and
can be increased to notice that effect to the result .The generation of random
weights between (0,1)where the error signal is inserted into the neural network
instead of the control system (The maximum permissible error is infinity and
the minimum allowed 0.1 is the default value(to be combined with the weights
previously generated. . define bias value usually (1).as shown in the
Figure(3.3),(3.4)

Input layer Hidden layer Output layer

Figure (3.4) architecture of 1-hidden layer NN
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Input layer Hidden layer Hidden layer Output layer
1 2

Figure (3.5) architecture of 2-hidden layer NN

also notice from the Figure (3.4) the use of a 1- hidden layer neural network
with use 7 nodes in input layer (can be increase) and 5 nodes in hidden layer
and the output contain one node . In the Figure (3.5) the use of a 2- hidden
layer neural network this leads to accuracy in the results where the output of
the first layer is the input to the second layer and use 7 nodes in input layer
(can be increase) and 5 nodes in hidden layer 1 and 3 nodes in hidden layer 2
and the output contain one node . Weights are generated random between

(0,1) and it is adjusted through training stage that is leads to the optimal result
3.3.2 Training the NN

Which is to operate the circuit of digital control with the presence of the
electronic control and take 100 samples of the input and output of the
electronic control, then train the network. So that the data is divided into parts,

part for training the network (training data), part for work generalization, and
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part for verification. Where training is done by giving the network a set of
data (training data) to be entered into the network and choosing the weights
randomly, and then it is treated in the hidden layer by activation function to
give the desired output and comparing it with the actual output, as the
difference between them represents the error, and if its value is less or greater
than threshold, the weights are adjusted using the learning rate. This stage is
repeated on the number of iterations are called (epoch) until we reach the
minimum error value, which is zero for each stage and thus training is
completed. then the activation function (Relu and Linear ) is to justify the

weights that is leads to optimal result with minimum error value .

3.3.2.1 First Algorithm neural network.

Algorithm (3.1): Neural network.

Input: error of DC and initializes weights (V, W).
Output: optimal of the weights.
Begin:
Step 1: while stopping condition is false do steps 2 to 9
Step 2: for each training pair, do steps 3 to 8
Feed Forward Stage:
Step 3: Input unit (X;) DC error.
Step 4: Hidden unit (Z;) sum of product
Z; =Y XV + b (3.1)

Where b; is a bias and applies activation function, where activation function is the

linear :
f(z) =2 (3.2)
Step 5: Output unit (Y;) sum of product to hidden unit value as follows:
Yo = X1, ZiWj + by (3.3)

Where b, is a bias, where the activation function is Relu:
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f(¥y) = max(0, yy) (3.4)

Back Propagation of Error stage:
step 6: Output unit receives a target pattern (Y;) corresponding to the input

training pattern, computes the error as follows:

d
= 0 = Y)Y (1= ¥)Z, (3.5)

step 7: Hidden unit computes the error and weight update V;; as follows:

dE
m:(Yk — Yr) XV (1= Vi) x Wy xZ;(1-Z;) X X; (3.6)

Update the weights stage:

step 8: Update the weights Wj, and V;; :

Wix(new) = Wjy (old) + AWy, (3.7)
_ . OE
where AW, = —n o (3.8)
where AV;; = —n % (3.10)
ij

Step 9: Test stopping condition, if it’s true then error equal zero.
End

3.3.3 Testing the NN

In this stage the NN is testing with new error values from digital control , by
using the weights that are adjusted (in training stage ) to reach the optimal
output. NN testing by implement the digital control system such as explained

in the first phase ,then implement NN after training stage
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3.3.4 Validation of NN

To simulation of NN with digital control system firstly implement the
digital control to produce the error signal and control signal such as in the
first phase , then initialize NN with the weighted adjusted by training
phase that reaches to optimal result, compare the result using RMSE this
steps done according to the flowing algorithm.
3.3.4.1 Second Algorithm Simulation NN for Conventional Digital
Control

Algorithm (3.2): Simulation NN for Conventional Digital Control.

Input: signal.

Output: Estimation error.

Begin:

Step 1: initial the output Y;=0

Step 2: find the error for output Y; and find the control signal U,

Step 3: find the secondary output Y, = b * k and error

e;=1—bx*k (3.11)

Step 4: find control signal by applying the equation (2.9)

Step 5: after find the Y3 and Y, find Y, for n iteration
For«—3ton

Apply equation (2.7)

Apply equation (2.8)
End

Step 6: pass result from step 5 to neural algorithm(only forward)

Step 7: find testing error

- (3.12)

\/(target — output)”"2
error =
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End

U Y
NN controller Plant

—_——

signal

Sensor

A

Figure 3.6: Block diagram of Simulation Digital Control with ANN

This is last stage , the simulation of neural networks and the digital control
system is carried out in one where the error signal and the control signal are
calculated on the assumption of the first output signal equal to 1 and then the
second error and control signal is calculated according to the previously
mentioned equations(2.7)(2.8) then the error and output signal is calculated
for a number of n and then the error signal (calculated from digital control in
previous stage)is entered to the neural network to find the output signal and

then the mean squared error is calculate to evaluate the results .
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CHPTER FOUR EXPERIMENTAL RESULTS

4.1 Introduction
In this chapter, the experimental results are analyzed for the use of ANN and
the implementation of conventional digital control system, the results were
evaluated through some quality measures including Root Mean Square Error
(RMSE) and graph analysis. The environment used is the Windows 10 and
Mat lab R2018b.

4.2 parameters are effect on the result digital control

The input to the system is unit step signal as standard test signal. Several

parameters are used that effect the result, parameters are:
Number of realization
Learning error rate
Epoch number of iteration in NN
Number of node in hidden and input layer

These parameters are increased and decreased to show the perfect result, as

shown in the following tables.

Table 4.1 RMSE value with 1 hidden layer NN

Par Learning | realization | epoch n.of node in RMSE
rate hidden&
case
input layer
Casel 0.01 100 100 H=5,1=4 0.07
Case2 0.03 100 100 H=5,1=4 0.08
Case3 0.09 100 100 H=5,1=4 0.11
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Case3 0.01 100 150 H=5,1=4 0.07
Case4d 0.01 100 400 H=5,1=4 0.05
Caseb 0.01 100 50 H=5,1=4 0.08
Caseb 0.01 100 100 H=8,1=10 0.05
Case7 0.01 100 100 H=4,1=3 0.11
Case8 0.01 200 100 H=5,1=4 0.06
Case9 0.01 300 100 H=5,1=4 0.04
Casel0 0.01 50 100 H=5,i=4 0.11

In this table (4.1),shows the results of the performance of the artificial
neural network one hidden layer with the different variables, and the results
show that the best result is the case 9 where the value of RMSE is 0.04 ,it
represents the lowest percentage ,where the lowest result is shown is case 10

and case 3 ,where the RMSE value is 0.11 that represent high value

Table 4.2: RMSE value with 2 hidden layer NN

Par Learning | realization | epoch no node in RMSE
rate hidden& input
case value
layer
Casel 0.01 100 100 H=5,h2=3,1=4 0.06
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Case2 0.03 100 100 H=5,H2=3,1=4 0.03
Case3 0.09 100 100 H=5,H2=3,1=4 0.02
Case3 0.01 100 200 H=5H2=3,1=4 | 0.04
Cased 0.01 100 50 H=5,H2=3,1=4 0.09
Case5 0.01 100 100 H1=9,H2=5,1=7 | 0.03
Caseb 0.01 100 100 | H1=3,h2=2,1=5 | 0.09
Case7 0.01 200 100 H=5,H2=3,1=4 0.02
Case8 0.01 50 100 H=5,H2=3,1=4 0.08

Ideal 0.09 300 300 H1=7,H2=5,1=8 | 0.00
Case

In this table (4.2),shows the results of the performance of the artificial
neural network two hidden layers with the different variables, and the
results show that the best result is the ideal case where the value of RMSE
is 0.00,it represents the lowest value by increasing all of parameters, where
the lowest result is shown is case 4 and case 6,where the RMSE value is 0.09

that represent high value.

4.3 Simulation of DL in Two Cases:
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4.3.1 Case 1: The implementation of one layer neural network

First Figure shows the training NN

Training, 1 Layer (our NN); epochs = 100; RMSE =0.06

°1

1 [ conven.
40 our NN

...............................

.........
........
..............

Control Signals (for error produced by D(z))

_2 1 1 1 1 1 1 1 1 Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec
Figure 4.1 Training 1NN

1. Implementation NN in cases, with (100) Realization and epoch (100)

by change learning error rate and show the following result that are

obtained after several experiments :
Learning error rate =0.01 (Initial value), the result that is noticed is not
good where RMSE=0.07(the maximam overshoot 0.1 T& steeling time
0.5)
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Our NN-1 Control Signal, RMSE = 0.07
5 T T T T T T T

Digital Control
Our NN Control

Control Signal

_2 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec

Figure 4.2 1NN with Larning Error 0.01
Learning rate 0.03, the result that is noticed is not good where RMSE=0.08

Our NN-1 Control Signal, RMSE =0.08

Digital Control
Our NN Control

Control Signal

_2 1 1 1 L L 1 1 1 1
0 0.1 02 03 04 05 06 07 08 09 1

Time, sec

Figure 4.3 1NN with Error Rate 0.03
Learning error rate = 0.09, the result that is noticed is not good where
RMSE=0.11
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Our NN-1 Control Signal, RMSE =0.11

Digital Control
Qur NN Control

Control Signal
T

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time, sec

Figure 4.4 1NN with Error Rate 0.09

2. Implementing one layer NN with (100) realization and learning error
rate (0.01)when epoch is changed and the following results are shown
that are obtained after several experiments :

Increase epoch to 150, the result that is noticed is not good where
RMSE=0.07
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Control Signal

_2 1 1 1 1 1 L 1 1 1

Our NN-1 Control Signal, RMSE = 0.07

Digital Control
Our NN Control

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time, sec

Figure 4.5 1NN with Epoch 150
Increase epoch to 400 with initial learning rate, the result that is

noticed is good where RMSE=0.05

Our NN-1 Control Signal, RMSE = 0.05

Digital Control
Our NN Control

Control Signal

_2 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec

Figure 4.6 1NN with epoch 400
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Decrease epoch to 50 with initial learning rate, the result that is
noticed is not good where RMSE=0.08

Our NN-1 Control Signal, RMSE =0.08

Digital Control
Qur NN Control

Control Signal

_2 1 1 1 1 1 1 1 1 |
0 0.1 02 03 04 05 06 07 08 09 1

Time, sec

Figure 4.7 1NN with Epoch 50
3.Implementing one layer NN with Increase N to 200 and learning

error rate (0.01), the result that is noticed is good with RMSE =0.06

Our NN-1 Control Signal, RMSE = 0.06

Digital Control
Qur NN Control

Control Signal

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time, sec

Figure 4.8 1NN with N200
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Increase N to 300, the result that is noticed a very good result where
RMSE=0.04

Our NN-1 Control Signal, RMSE = 0.04

5 . .
Digital Control
Our NN Control
4 L -
3 -
©
c
D2 24 .
w
°
510 -
(@)
0 -
1t i
_2 1 1 1 1 1
0 0.5 1 1.5 2 2.5 3

Time, sec

Figure 4.9 1NN with N300
Decrease N to 50, the result that is noticed bad result where

RMSE=0.11 that is high value

Our NN-1 Control Signal, RMSE = 0.11

Digital Control
Our NN Control

Control Signal

0 0.05 041 015 02 025 03 035 04 045 05
Time, sec

Figure 4.10 1NN with N50
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4.3.2 Case 2: Implementation of two layer Neural Network

First Figure show the training 2 layer NN

Training, 2 Layers (our NN); epochs = 100; RMSE =0.05

°

T P conven.
40 our NN

.........
-------------

.............
e

*
k3 .
.............
0 .
...........

Control Signals (for error produced by D(z))

_2 | | 1 | | | | 1 |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec
Figure 4.11 Training 2 layer NN
1. Implementation of tow layer NN with (100) realization and epoch
(100) when learning error rate is changed and the following results
are shown that are obtained after several experiments:

With learning error 0.01, the result that is noticed is not good where
RMSE=0.06
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Our NN-2 Control Signal, RMSE =0.06

Digital Control
Our NN Control

Control Signal

_2 | 1 | | 1 | 1 | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec

Figure 4.12 2Layer with Learning Rate 0.01

Increase learning rate to 0.03 ,the result that is noticed is a good result
.where RMSE=0.03

Our NN-2 Control Signal, RMSE =0.03

Digital Control
Qur NN Control

Control Signal

_2 1 1 1 1 1
0 0.1 02 03 04 05 06 07 08 09 1

Time, sec

Figure 4.13 2Layer NN with Learning Rate 0.03
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increase learning rate to 0.09 , the result that is noticed is a very good
result where RMSE=0.02 that is typical result

5 Our NN-2 Control Signal, RMSE =0.02
| T T T T T T T T

Digital Control
Our NN Control

Control Signal

_2 | | | 1 | | | | 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec

Figure 4.14 2layer NN with Learning Rate 0.09
2. Implementation two layer NN with (100) realization and learning
error rate (0.01) we change epoch and show the following result:

Increase epoch to 200, we show relatively good result where
RMSE=0.04
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Our NN-2 Control Signal, RMSE =0.04

Digital Control
Our NN Control

Control Signal

_2 | 1 | | | | 1 | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time, sec

Figure 4.15 2Layer NN with Epoch 200

Decrease epoch to 50 ,the result that is noticed is bad result where
RMSE=0.09 is high value

Our NN-2 Control Signal, RMSE =0.09

Digital Control
Qur NN Control

Control Signal

_2 L 1 1 1 L 1 1 1 L
0 0.1 02 03 04 05 06 07 08 09 1

Time, sec

Figure 4.16 2Layer NN with Epoch 50
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3. Implementation of two layer NN with (100) realization , learning

error rate (0.01) and epoch (100)we change number of node in the hidden
and input layer and show the following result :

Increase number of nodes in first hidden layer to 9 and second hidden
layer to 5 and input layer to 7,the very good result can be shown where
RMSE=0.03

Our NN-2 Control Signal, RMSE =0.03

Digital Control
Our NN Control

Control Signal

_2 L 1 1 1 1 L 1 1 1 1
0 0.1 02 03 04 05 06 07 08 09 1

Time, sec

Figure 4.1 2Layer NN with Increase Node in Hidden Layer

Decrease number of nodes in in first hidden layer to 3 and second hidden
layer to 2 and input layer to 5, the result that is noticed is bad result
where RMSE is of high value 0.09
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Our NN-2 Control Signal, RMSE =0.09
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Figure 4.2 2Layer NN with Decrease Node in Hidden Layer
4. Implementation two layer NN with learning error rate (0.01) and epoch
(100) the number of realization is changed which shows the following
result:

Increase N to 200, the result that is noticed how the good result, where
RMSE=0.02
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Our NN-2 Control Signal, RMSE =0.02

Digital Control
Our NN Control

Control Signal

_2 1 1 1 1 1 L 1 1 1
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Time, sec

Figure 4.19 2Layer NN with N200

Decrease N to 50 , the result that is noticed is bad result ,where RMSE
=0.08 that is of high value

Our NN-2 Control Signal, RMSE =0.08

Digital Control
Our NN Control

Control Signal

_2 1 1 1 1 1 1 1 1 |
0 005 01 015 02 025 03 035 04 045 05

Time, sec

Figure 4.20 2Layer NN with N50
47
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5. Implementing two layers NN with learning error rate (0.09), N=300

epoch=300, the result that is noticed is the ideal result where RMSE =0.00,

as shown:

Our NN-2 Control Signal, RMSE =0.00
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Figure 4.21 Final Result
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CHAPTER FIVE
CONCLUSIONS AND FUTURE WORKS
5.1 Conclusions
The proposed method can be summarized when testing the similarity
between the work of the control system and the work of Neural Networks,

as follows:

A: When a single layer neural network is used, the following can be

noticed:
Overall, the performance is not good, as the RMSE is 0.04 as the lowest

1. Increasing the number of nodes in the hidden layer leads to a good
error reduction as it RMSE reaches 0.05.

2. Increasing the number of realization and epoch leads to a significant
decrease in the RMSE reaching 0.04.

3. When the number of nodes in the hidden layer decreases, it leads to
bad results in terms of increased RMSE reaching 0.11.

4. The decrease in the number of realization and number of epoch
leads to an increase in the error clearly, which indicates an incorrect
result

5. The learning error rate has a negative effect on the RMSE value, as
the higher the value of the learning error rate, the greater the error,

and thus leads to an incorrect result.
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B: When using two-layer deep learning networks, the following can be

noticed

1. The performance is very good compared to the one-layer neural
networks where the RMSE is very low and it almost disappears
completely, which indicates a better performance.

2. Increasing the number of nodes in the hidden layers leads to a good
result, as the error percentage reaches 0.02

3. Increasing both the number of realization and number of epoch leads
to a noticeable improvement in the result, where the RMSE is 0.01

4. The learning error rate also has an effect on the result as the greater
its value leads to a significant decrease in the error rate

5. When the number of nodes in the hidden layer decreases, it leads to
bad results in terms of increased RMSE reaching 0.11

6. The decrease in the number of realization and number of epoch leads
to an increase in the error clearly, which indicates an incorrect result,

7. lItis the increase of the above both together (number of realization and
number of epoch to 300) with increase learning error rate t00.09, we
reach the ideal result, which is RMSE 0.00.

5.2 Future Works

1. Since increasing the number of layers in NN led to good results from

one layer as the number of layers increases, the number of nodes per layer

increases, which in turn leads to good results, it is recommended that
increasing the number of layers to more than two to the good and accurate

results .

2. Where it was found that it is the most used type of control it is PID
control in digital control system , especially in industrial fields due to the

lack of changing parameters as well as the ease of investigation , deals with
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error in the present, past and future and contains three terms (proportional,
integral, and derivative). As a future study it was suggested the use of type
PID control

3. Consider high-order control systems, with the development taking
place in industrial systems, many factories today are described through
higher ordering systems where these systems are approximated by using
the lower order system through the method of reducing the model and

usually these systems are of type PID, where the order ranges from 3 to 7.
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